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Accelerate with ATG Technical Webinar Series

Advanced Technology Group experts cover a variety of technical topics.
Audience: Clients who have or are considering acquiring IBM Storage solutions. Business Partners and IBMers are also welcome.

To automatically receive announcements of upcoming Accelerate with IBM Storage webinars, Clients, Business Partners and IBMers are
welcome to send an email request to accelerate-join@hursley.ibm.com.

2023 Upcoming Webinars - click on the link to register for the live event:

March 28 - How to Size for FlashSystem Safequarded Copy 201 —
Using IBM Storage Insights to Gather Data

April 18 - IBM TS7700 Best Practices for Disaster Recover Testing

April 25 - IBM Storage Virtualize 8.5.4 and Storage Sentinel Technical Update I I E
May 2 - IBM Storage Ceph S3 Object Storage Demo STREAMING

Important Links to bookmark:

“ ATG Accelerate Support Site: https://www.ibm.com/support/pages/node/1125513
ATG MediaCenter Channel: https://ibm.biz/BdfEgQ
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Advanced Technology Group

ATG-Storage Offerings

IBM Cloud Object Storage System

IBM Storage Scale and Storage Scale System

IBM DS8900F Advanced Functions — May 9-10, 2023, in Dallas, TX
IBM Storage Point of View on Cyber Resiliency

IBM FlashSystem 9500 Deep Dive & Advanced Functions

IBM Storage Fusion

CLIENT
WORKSHOPS

VVVYYVYYVY

Please reach out to your IBM Rep or Business Partner for future dates and to be nominated.

TEST DRIVE / DEMO’S

North America ATG Storage - IBM Storage Scale and Storage Scale System GUI

North America ATG Storage - IBM Storage Virtualize Test Drive

North America ATG Storage - IBM DS8900F Storage Management Test Drive

North America ATG Storage - Managing Copy Services on the DS8000 Using IBM Copy Services Manager Test Drive
North America ATG Storage - IBM DS8900F Safeguarded Copy (SGC) Test Drive

North America ATG Storage - IBM Cloud Object Storage Test Drive - (Appliance based)

North America ATG Storage - IBM Cloud Object Storage Test Drive - (VMware based)

North America ATG Storage - IBM Storage Protect Live Test Drive

North America ATG Storage - IBM Storage Protect Plus Live Test Drive

North America ATG Storage - IBM Storage Ceph Test Drive - (VMware based)

VVVVVVVVVYVYY

Please reach out to your IBM Rep or Business Partner for more information.
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Accelerate with ATG Technical Webinar Series - Survey

Please take a moment to share your feedback with our team!
You can access this 6-question survey via Menti.com with code 2243 3599 or

Direct link https://www.menti.com/albneqj15g57

Or
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About the Presenter

John Shubeck is an information technology professional with over 41 years
of industry experience spanning both the customer and technology provider
| experience. John is currently serving as a Senior Storage Technical Specialist
on IBM Object Storage platforms across all market segments in the Americas.

© Copyright IBM Corporation 2023



Advanced Technology Group

Introducing our panelists

© Copyright IBM Corporation 2023

Lloyd Dean is an IBM Principal Storage Technical Specialist in IBM Storage
Solutions. Lloyd has held numerous senior technical roles at IBM during his 22 plus
years at IBM. Lloyd most recently is leading efforts in the Advanced Technology
Group as the IBM Storage for Red Hat OpenShift focal and as a Hybrid Cloud
storage solution SME covering IBM Block, File and Object storage solutions and
their use cases supporting IBM Cloud Paks.

Shawn Houston is a programmer and Software Defined Storage Specialist with
over 30 years of professional experience. Shawn’s career so far has included
Electrical Engineering, Space Communications, High Performance Computing,
Web Security, and Bioinformatics prior to his career’s current Software Defined
Storage trajectory. Shawn is currently a Senior Solution Architect at IBM on the

America’s Fusion Team.
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* What is IBM Storage Ceph

« IBM Storage Ceph Basics

« IBM Storage Ceph POC Node topology

« Installing IBM Storage Ceph

« IBM Storage Ceph bootstrap on the first node

« Expanding the cluster to a total of four (4) nodes
 Incorporating the Object Storage Daemons/Devices (OSDs)
* Day 2 bonus topic

<|II

®

* Summing it all up
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What is IBM Storage Ceph?

IBM Storage Ceph is a scalable, open, software-
defined storage platform that combines an
enterprise-hardened version of the Ceph storage
system, with a Ceph management platform,
deployment utilities, and support services.

IBM Storage Ceph is a bundled product containing
Ceph, IBM Spectrum Control, and Red Hat
Enterprise Linux (RHEL).

It Is packaged as two deployment options and is
fully supported by IBM.

®

v

Storage Ceph
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IBM Storage Ceph Offering

IBM Storage Ceph and Red Hat Ceph packaging

®

IBM Storage Ceph
On-prem S3 storage at scale
and performance

Object storage

Block storage

File storage

Presence at the on-prem
object market at 10-
Petabyte+ scale

e S3 compatibility with
AWS

© Copyright IBM Corporation 2023

& RedHat
OpenStack
Platform

& RedHat
Ceph Storage

Ceph for OpenStack
: #1in OpenStack storage

Cinder block storage

Nova ephemeral storage
Glance image storage
Swift object store

Manila file storage
Advanced integration
Unified management
Hyperconverged and Edge
capabilities

................................................................................................

|
I
@

IBM Storage Fusion
Ceph for OpenShift

e Self-managing storage
powered by Red Hat Ceph
Storage

e Automated by Rook and
completed with Multicloud
object gateway (MCG)

e Advanced integration,
automation, ease of use

e Persistent storage for
OpenShift stateful
workloads
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IBM Storage Ceph high level overview

Red Hat Enterprise Linux Red Hat Enterprise Linux Red Hat Enterprise Linux
* RHEL native containers « RHEL native containers * RHEL native containers
* Monitoring - Object Storage Device » Block device (RBD)
» Cluster health - Storage Daemon « CephFS (MDS)
* Ceph Dashboard « Usually 1:1 OSD:Disk + S3API (RGW)
+ Alerts, Notifications, Reports « Scalable to 1000’s * Cluster host/node

* Dedicated or shared nodes

Red Hat Enterprise Linux IBM Storage Fusion

Any 3" party x86 Appliance Hardware Resource Guidelines

—

Hewlett Packard ' Il el I' ' SU'PERMICR«I.
Enterprise CISCO
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IBM Storage Ceph Demo Configuration
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IBM Technology Zone: Ceph Test Drive Cluster Layout

Admin Node OSD Node 2
OSD Node 1 >
»[ OSD Node 3 J
[ OSD Node 3 ]
>
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IBM Storage Ceph — Minimum production cluster

Internet ATG VPN
ACCess Jump Server AcCess Lab Network

(workstation) 192.168.65.0/24

Yy e O

oo a0 oo a0 0o o0 0o oo
nodel node?2 node3 node4

o [i]—
go.wsc.ihost.com Private Network
192.168.45.0/24

IBM Storage Ceph PRODUCTION Cluster
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IBM Storage Ceph Installation Challenge
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IBM Storage Ceph S3 Object Storage tasks

RHEL Copy Register
installzltion SSH keys all nl%dl\is to
an
prerequisites’ ' all nodes Subscription

Ceph “dnf” install -y
Installation cephadm- SIOP
Tasks ansible

1. https://www.ibm.com/docs/en/storage-ceph/5?topic=installation-registering-storage-ceph-nodes

© Copyright IBM Corporation 2023 16
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IBM Storage Ceph S3 Object Storage tasks

RHEL Copy Register
installation SSH keys all nlfédl\is to
prerequisites
o elll ngeles Subscription
' Copy the
Ceph dnf install
Installation cephadm- Ceph keys to

Tasks ansible remaining nodes
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IBM Storage Ceph Installation — Summing it all up
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“cephadm” — The Command Line Interface

IBM Ceph TechZone Demo - November 2022.sh

4 P |BM Ceph TechZone Demo - November 2022.sh

reate a zone group
reate the zor
ommit the changes.

root@ceph-mon@l /]# radosgw—admin zonegroup create —rgw-zonegroup=default master —default
root@ceph-mon@l /]# radosgw—admin zone create —rgw-zonegroup=default ——rgw-zone=test_zone —master —default
root@ceph-mon@l /]# radosgw—admin period update —rgw-realm=test_realm —commit

y the RGW daemons now

root@ceph-mon@l /]# ceph orch apply rgw test —realm=test_realm —zone=test_zone —placement="2 proxy@1l.example.com ceph-mon@3.example.com"

Verification tasks

root@ceph-mon@l /1# ceph -5
root@ceph-mon@l /]# ceph orch 1s
root@ceph-mon@l /1# ceph orch ps

¥ Next command on the Proxy@l

1# netsta radosgw
0 0.0.0.08: 10.0.0:% LISTEN
. HH LISTEN

¥ Back on the h Monitor

1# curl http://192.168.56.24:80@
¥ <?xml version="1.0" encoding="UTF-8" ListAllMyBucketsResult xmlns="http://s3.amazonaws.com/doc/2
1# rades lspools
¥ device_health_metrics
% .rgw.root
_zone. rgw. log
control

_Zone. rgw.meta

Create a RADOS Gateway (RGW) user for 53 access

root@ceph-mon@l /l# radosgw-admin user create uid="userl’ display-name='First User' access—key="'S3userl’

secret-key="'5S3userlkey’
root@ceph-mon@l /]# radosgw—admin user info uid="userl’'

et up the Ceph RGW front end dashboard Fromt End now

root@ceph-mon@l /1# radosgw-admin user create uid=rgw—admin display-name=rgw-admin

“: “rgw-admin",
"1 "42VCS@WDXDOPESNETUGE™ ,
"1 "mtYiM1TMEzkbUd] LBWgsYPIhMecm3 riw5dzJSPnD1"

§ If you lose the access key, use the next command to list it

Aa [ keyring Find Prev Find All
6 matches Spaces: 4 Bash

© Copyright IBM Col
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Ceph Dashboard — The Browser Interface

[ ] [ ] 3 ﬁ“[.v Ceph = + o
&« (&} O & nttpsi/ftechzone-ceph-client.sdi.dmz:8443/#/dashboard i =
@ CEDh English -
Dashboard
Refresh 55 =+
Cluster v Status o
Hosts
Cluster Status Hosts Monitors 0SDs
Physical Disks
36 total
Monitars HEALTH_OK 4 total 3 (quorum 0, 1, 2) i
36 up, 36 in
Services
0SDs
Managers Object Gateways Metadata Servers iSCSI Gateways
Configuration
1 active 0 total fil A 0 total
otal no filesystems
CRUSHm=s 1 standby 4 0 up, 0 down
Manager Modules
S Capacity
Monitoring
Raw Capacity Objects PG Status Pools PGs per OSD
Pools
Block 4 Healthy: 0% Clean: 1
= 0.11% M Used: 617.6 MiB 0 Misplaced: 0% 1 Working: 0
of 575.9 GiB Avall.: 575.3 GIB objects Degraded: 0% PGs Warning: 0 1 1
File Systems W Unfound: 0% Wl Unknown: 0
Object Gateway 4
Performance &
Client Read/Write Client Throughput Recovery Throughput Scrubbing
0 Reads: 0 /s 0 Reads: 0 B/s .
IOPS W Writes: 0 /s B/s W Vvrites: 0 Bifs 0B/s Inactive
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IBM Storage Ceph - Colocated daemons

Installation challenge node layout

LIBRADOS
Library allowing apps to access RADOS

RADOS
Reliable Autonomic Distributed Object Store

© Copyright IBM Corporation 2023
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IBM Storage Ceph Day 2 Storage tasks — Day 2

Register
RHEL Co
installation SSH Egys all n|(|)3d|\is to
prerequisites
D el e Subscription
' Copy
S3 and Ceph Yum install
NFS Installation cephadm- Ceph keys to

| remaining nodes
Client Tasks ansible g
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IBM Storage Ceph — Summing it all up
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IBM Storage Ceph Product Page

® © ® .z 1BM Storage Ceph | IBM X 4+ ¥
& C & ibm.com/products/ceph?Ink=flatitem h % #» 0O o :
! Apps ™ Gmail @3 YouTube Free Download @ Maps n Keystone Montana 5 Imported [E5] Minio ES Music ES5 Ceph [ES Personal ES 1BM B Cleversafe ES Other Bookmarks

Products v Solutions v Consulting v Support Vv More Vv Q 2

IBM Storage Ceph

IBM Storage Ceph

Consolidate data with software efficiency and
cloud scalability when you need it

Read the data sheet (258 KB) [eor Schedule a free demo =

Product documentation —

Ee Optimize the enterprise with cloud
scalable object storage

IBM Storage Ceph provides an open, scalable and software defined multi-
protocol storage solution designed to consolidate data anywhere and with the

© Copyright IBM Corporation 2023 24
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IBM Storage Ceph Documentation

@ ofu |BM Storage Ceph - IBM Docur X + v
<« C @& ibm.com/docs/en/storage-ceph/5 d % » 0O o :
3 Apps M Gmail @B YouTube Free Download @ Maps Keystone Montana 5 Imported [E5 Minio E5 Music [E5 Ceph E3 Personal E5 1BM [E3 Cleversafe ES Other Bookmarks

Documentation Q X 2

IBM Storage Ceph < All products / IBM Storage Ceph / 5 /

Change version IBM S’[Orage Ceph

https://ibm.com/docs/en/storage-ceph/5

% Filter on titles

I IBM Storage Ceph

Site feedback

Summary of changes

Release notes v Trending documentation
Installing v
Configuring ~
Upgrading ~
Administering v
Dashboard ~

Release notes Installing

Acknowledgments

Download PDF &
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IBM Technology Zone Test Drive

(@] @ @ «=v North America ATG Storage - IE X ™% Ce

IBM Technology Zone

Build. Show. Share.

Business value

Authors

Resources

Environments

Metadata

Comments

© Copyright IBM Corporation 2023

-ceph-test-drive-vmware-based B %

merica-atg-storage-ibm-stor

Help

North America AIG Storage -
IBM Storage Ceph Test Drive

- (VMware based)

Visibility IBMers, Business Partners
Status Active

ﬁﬁﬁ?ﬁﬁ? (0) Rate this resource 0@

Business value

The IBM Storage Ceph (VMware based) offers IBMers, Business Partners, and Clients, hands-on access into an operational Ceph storage cluster.

The TechZone Ceph Test Drive is a virtual instance of IBM Storage Ceph installed in a VMware vSphere cluster. This cluster is located in the
Advanced Technology Group (ATG) lab in Herndon, Virginia. The IBM Storage Ceph cluster is set up to show proof points of object storage
features such through the RADOS Gateway (RGW). The key elements of the object gateway Realm, Zonegroups, Zones, Placement Targets, and
Storage Pools are available for discovery and exploration. The end to end client experience via the S3 API as well as the multi-protocol access via
NFS is available.

The baseline configuration can also serve as a learning resource, a self-demo, or a customer demo. This system is in a shared lab environment
but is treated with the operational care of a production system. Therefore, after each demo, it could be be manually restored to a known good
starting point if possible. In the alternate, VMware snapshots can be used to restore the system to a known good state.

Please Note: This demo will go live as a supported test drive on January 3, 2023. If you reserve this demo in December, please reach out to John
Shubeck at jshubeck@us.ibm.com for assistance.
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ATG Accelerate — May 2, 2023

Advanced
Technology

Group

Accelerate with ATG

IBM Storage Ceph N —%—1
S3 Object Storage Demo — =0
John Shubeck — ATG Storage Technical Specialist Storage wcwewpwhw

Date: May 2, 2023
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Accelerate with ATG Technical Webinar Series - Survey

Please take a moment to share your feedback with our team!
You can access this 6-question survey via Menti.com with code 2243 3599 or

Direct link https://www.menti.com/albneqjl15g57

Or
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